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**Abstract**

Recommendation engines are ubiquitous in today’s online world. Recommendation systems provide users with personalized suggestions for products or services. There are two basic types of recommendation engines: content based and collaborative filters. These approaches can also be combined to form hybrid systems. Collaborative filtering methods can be further categorized into neighborhood models that rely on user-user or item-item similarity and matrix factorization models that directly profile users and items according to a set of learned latent factors [1]. This implementation project investigates multiple methods for reducing training on large sparse ratings matrices including exploring various combinations of parameters on different models, preconditioning training data to transform a highly sparse matrix into a dense matrix, and implementing a basic momentum method for model optimization.

**1 Introduction**

Discuss the context of the problem, your motivation for looking at the problem, and clearly state the intended outcomes of the project (10%)

**1.1 Sub Intro If Necessary**

Intro continued

**2 Related Work**

Discuss at least 2 pieces of related literature (or software, if you're doing an implementation project) and how your project compares to them (5%)

**3 Data and Software Libraries**

This project was completed in Python 3.7.2\_1 and Cython 0.29.6 using standard libraries:

1. Os – miscellaneous operating system interfaces
2. SciPy – user friendly and efficient numerical routines including linear algebra methods such as dot product, vector norms, minimize, optimize, etc.
3. Numpy – scientific computing package
4. Pandas – easy-to-use data structures and analysis package
5. Matplotlib – visualization library
6. Seaborn – visualization library built on top of Matplotlib
7. Surprise – modeling frameworks including a Cython implementation of the “SVD” and “SVDpp” algorithms, parameter search, and cross validation.

The following modules were written from scratch for this project:

1. ‘load\_data.py’ – provides methods to load MovieLens data and filter based on number of ratings per user and per movie
2. ‘MF\_SGD\_momentum.py’ – extends the Surprise SVD and SVDpp algorithms to include momentum methods for optimization of model parameters
3. ‘benchmark.py’ – main project module; produces all of the relevant experimental results

Code was produced in the open-source Atom text editor on a Macbook Pro.

**4 Methods**

**Architecture description**

**software pipeline**

**algorithm description**

Each user can be represented by a row vector of ratings of length equal to the total number of movies where each entry is a tuple of rating and timestamp:

Each movie can similarly be represented by a column vector of ratings of length equal to the total number of users where each entry is a tuple of rating and timestamp:

The complete ratings matrix can be represented as a matrix with each column representing a movie and each row representing a column.

The complete ratings matrix is much too large to hold in local machine memory (~5x typical local machine memory). Luckily, the actual ratings data is in the form of a 20m x 4 matrix:

The complete ratings matrix is extremely sparse; only .53% of all entries are non-zero. Therefore, we should try not to create the complete ratings matrix.

**SVD algorithm**

SVDpp is an extension of the SVD, which takes into account implicit user feedback. Specifically, SVDpp accounts for movies that a user has rated explicitally:

**optimization scheme**

If you use methods from the course notes we expect you to briefly describe the method in your own words, but it should not take up the majority of this section (i.e. your methods section should not be only a rehash of the course notes.) (20%)

**5 Experimental Results and Analysis**

Show your results, and if appropriate, analyze them. Note that the weighting between the two will change depending on your project type: for visualization projects and network exploration projects we'll weight experiments more heavily, but for implementation projects and theory projects we'll weight the analysis more heavily. (40%)

**6 Conclusion**

Implementing Conjugate Gradient on subsets of the matrix. Implementing other more sophisticated momentum methods. Clearly summarize your results and describe a few potential avenues for future work. (5%)

**7 Contributions**

This project was completed entirely by Annies Abduljaffar and Matt Vail.

Annie’s contribution –

Matt’s contribution –
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